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Abstract This paper reviews several pKa calculation

strategies that are commonly used in aqueous acidity pre-

dictions. Among those investigated were the direct or

absolute method, the proton exchange scheme, and the

hybrid cluster–continuum (Pliego and Riveros) and impli-

cit–explicit (Kelly, Cramer and Truhlar) models. Addi-

tionally, these protocols are applied in the pKa calculation

of 55 neutral organic and inorganic acids in conjunction

with various solvent models, including the CPCM-UAKS/

UAHF, IPCM, SM6 and COSMO-RS, with a view to

identifying a universal approach for accurate pKa predic-

tions. The results indicate that the direct method is

unsuitable for general pKa calculations, although mode-

rately accurate results (MAD \3 units) are possible for

certain classes of acids, depending on the choice of solvent

model. The proton exchange scheme generally delivers

good results (MAD \2 units), with CPCM-UAKS giving

the best performance. Furthermore, the sensitivity of this

approach to the choice of reference acid can be substan-

tially lessened if the solvation energies for ionic species are

calculated via the IPCM cluster–continuum approach.

Reference-independent hybrid approaches that include

explicit water molecules can potentially give reasonably

accurate values (MAD generally *2 units) depending on

the solvent model and the number of explicit water mole-

cules added.

Keywords Continuum solvent model � pKa calculation �
Cluster-continuum model � Proton exchange method

1 Introduction

Since the introduction of dielectric continuum models [1–4],

a sizeable literature has appeared that utilizes solvation free

energies obtained from these models for studying solvent

effects on the thermodynamics of chemical reactions. Proton

transfer reactions are by far the most studied because of their

fundamental importance in biological systems and in syn-

thetic applications [5, 6]. For example, the heterolytic

cleavage of stable C–H bonds is the first step of many

enzyme-catalyzed processes, including racemization, allylic

isomerization, elimination, carboxylation and aldol con-

densation reactions [7–11]. The acidities of the active site

residues in an enzyme are also of importance to the func-

tionality of the enzyme since a catalytic reaction is usually

initiated by transfer of a proton (or hydrogen bonding) from a

protein residue to the substrate [12]. Accordingly, an

understanding of how the chemical environment influences

acidity could potentially lead to the development of novel

synthetic strategies, and to important insights into the cata-

lytic mechanism of enzymes.

The pKa is the most common measure of thermo-

dynamic acidity, and is defined by the following equation:

pKa ¼ � log10ðKaÞ ð1Þ

where Ka is the equilibrium constant for the deprotonation

of the acid. Typically, this is determined through glass

electrode measurements at half neutralization and/or

spectrophotometry. However, accurate experimental mea-

surements in aqueous solution are sometimes complicated

by the very strong or weak acidities of these substrates
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(e.g. carbon acids have pKa values typically[20) due to the

leveling effect of the solvent. The accuracy of pKa values

obtained through extrapolations or the use of acidity

functions in strongly protonating media may also be in

considerable error [13, 14]. For example, alternative

experimental values for H2SO4 range from -3 to -9, while

those for CF3SO3H range from -6 to -14 [15, 16]. More

recently, accurate aqueous pKa values for some very weak

carbon acids have been determined from kinetic measure-

ments using more sensitive techniques (such as NMR)

[17–22], nonetheless these techniques cannot be applied

universally and accurate data for problematic systems

remain relatively scarce.

In this light, there has been significant effort targeted at

making reliable predictions of aqueous pKa values using

quantum chemical methods. Unfortunately, while the

development of high-level composite methods, such as the

Gaussian-n [23–27] and CBS composite methods [28–30],

has facilitated the calculation of accurate gas-phase reaction

energies, the accurate calculation of free energies in solution

remains difficult. Dielectric continuum solvent models, such

as the PCM family of continuum models: CPCM [31–33],

IEF-PCM [34–37] and IPCM [38] and the SMx (x = 1–8)

series [39–51], can normally deliver aqueous solvation free

energies accurate to within 1 kcal/mol for typical neutral

solutes [51, 52]. However, pKa calculations invariably

involve ionic species, for which the errors incurred by con-

tinuum solvation calculations are considerably larger, typi-

cally around 4 kcal/mol [51, 52]. Moreover, continuum

methods do not explicitly take account of direct solute–sol-

vent interactions such as hydrogen bonding; in systems

where such interactions are significant, much larger errors

can be incurred in calculated solvation energies, and the pKa

calculations that depend on them.

To address these problems, a wide variety of pKa cal-

culation strategies have been developed, in which thermo-

dynamic cycles are used to the improve the accuracy of

solution-phase free energies, various types of proton

exchange reactions are used to maximize systematic error

cancellation, and/or water molecules are included in the

various reaction schemes so as to improve the modeling of

explicit solute–solvent interactions. When one considers

that these protocols can be applied at various levels of

theory, in conjunction with various solvation methods, the

array of possible pKa calculation strategies can be bewil-

dering. In this review, we examine these various protocols,

with a view to evaluating their accuracy and identifying

their potential limitations. The review is in two main parts.

We first examine the existing literature, outlining the main

protocols used to date, and summarizing the existing

information on their performance. We then undertake our

own benchmarking study of these methods on a consistent

test set of 55 neutral species consisting of acids with

various functionalities, including alcohols, phenols, car-

boxylic acids, inorganic acids and various carbon acids. In

this way, we hope to identify whether any of the currently

available methods offer a universal approach to accurate

pKa calculations for neutral acids.

2 Overview of pKa calculation strategies

Before examining the individual pKa calculation strategies,

it is first worth noting that, regardless of the reaction

scheme adopted, the calculation of free energies in solution

is usually performed via a thermodynamic cycle in which

solution-phase reaction free energies are obtained as the

sum of the corresponding gas-phase free energy and the

free energy of solvation, as shown in Eq. 2.

DG�soln ¼ DG�gas þ
XN products

i¼1

niDG�solv;i �
XN reactants

j¼1

njDG�solv;j

ð2Þ

where * denotes a standard state of 1 mol/L. Assuming ideal

gas behavior, a correction corresponding to DnRT lnð ~RTÞ
must be added to the gas-phase reaction energy (denoted

DG�gas), as this is typically calculated for a standard state of

1 atm; Dn refers to the change in number of species in the

reaction and R and ~R are the gas constant in units of J/mol K

and L atm/mol K, respectively. Typically, the gas-phase

component is calculated using gas-phase optimized geo-

metries and the solvation energies are calculated using

solution-phase optimized geometries, though on occasion

this can cause problems if, for example, there are stability

issues associated with the solvent cavity model. In such

cases, single point calculations are used instead. In the

present work, we will examine the effect of geometry opti-

mization on the accuracy of the calculated solvation energies.

The principal reason for using a thermodynamic cycle is

that continuum solvation models are parameterized to pro-

duce accurate solvation energies, and the low levels of theory

at which they are typically designed and implemented (such

as small basis set HF or B3-LYP calculations) are not usually

sufficiently accurate to reproduce accurate total free ener-

gies in solution. By using a thermodynamic cycle, one can

make use of high-level ab initio calculations in the gas phase

to improve the accuracy of the resulting free energies of

reaction. As part of this work, we will examine the potential

errors incurred by using instead the lower level methods for

which continuum models are typically parameterized.

Nonetheless, in general, we will assume that high levels of

theory can be used for the gas-phase component, and the

main challenge in any pKa calculation scheme is to maximize

cancellation of errors incurred by the solvent model, i.e.

make DDG�solv as accurate as possible.
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2.1 The direct method

Invariably, all continuum solvent pKa calculations utilize a

thermodynamic cycle such as those shown in Scheme 1

that combine accurate gas-phase acidity (experimental or

computed via high level ab initio methods) with solvation

free energies obtained from various solvent models. The

directly calculated or absolute pKas may be obtained via

cycles A and B through Eqs. 3 and 4, respectively.

pKa ¼
DG�soln

RT ln(10)
ð3Þ

pKa ¼
DG�soln

RT lnð10Þ � log½H2O� ð4Þ

where DDG�soln is obtained in the usual manner from Eq. 2.

The correction term in Eq. 4 is necessary to correct for the

standard state of liquid water, which is 55 mol/L. Bryant-

sev et al. [53] have recently highlighted that the incorrect

assignment of standard state for water molecules has

resulted in systematic errors in a number of reports, and the

issue was also addressed in an earlier report by Pliego [54].

The confusion is a result of standard state for solutes in

solution being 1 mol/L, and where water is acting as a co-

reactant (e.g. cycle B), it is assumed to have a standard

state for 1 mol/L. To verify that Eq. 4 is indeed the correct

expression, we have evaluated pKa values for a number of

acids by substituting their experimental gas-phase acidities

and solvation free energies into Eqs. 3 and 4. The calcu-

lated pKa values from cycles A and B are shown in

Table 1.

As shown, both cycles A and B in Scheme 1 give

identical results, which are in very good agreement with

the experimental pKa values. In fact, the excellent agree-

ment with experiment is almost certainly guaranteed given

that these ‘‘experimental’’ solvation free energies have

been obtained through cycle A with experimental pKa and

gas-phase reaction energies [55]. More importantly, it

illustrates that if the correction factor in Eq. 4 were to be

omitted, this would contribute a systematic error of

1.74 pKa units. The derivation of these corrections is

straightforward and this has been presented elsewhere [53,

54]. In practice, one can simply subtract or add log[H2O] to

the pKa value whenever a water molecule appears on the

reactant or product side of the thermodynamic cycle,

respectively. It is also worth adding that the choice of

thermodynamic cycle is irrelevant if every quantity in

cycles A and B is known with unlimited accuracy, i.e. they

should give the exact same result. In other words, the

Cycle A 

Cycle B 

Cycle C 

HA(aq,1M)                               H+(aq, 1M)      +       A-(aq, 1M)

HA(g, 1M)                                 H+(g, 1M)        +     A-(g, 1M)

∆G*
soln

∆G*
gas

−∆G*
solv(HA) ∆G*

solv(H+) ∆G*
solv(A-)

HA(aq,1M)     +        H2O(l, 1M)                          H3O+(aq, 1M)      +       A-(aq, 1M)

HA(g, 1M)       +        H2O(l, 1M)                          H3O+(g, 1M)        +     A-(g, 1M)

∆G*
soln

∆G*
gas

−∆G*
solv(HA) ∆G*

solv(H3O+)  ∆G*
solv(A-)−∆G*

solv(H2O)

HA(aq,1M)     +        (n+1) H2O(l, 1M)                          H3O+(aq, 1M)      +       A-(H2O)n(aq, 1M)

HA(g, 1M)       +        (n+1) H2O(l, 1M)                          H3O+(g, 1M)        +     A-(H2O)n(g, 1M)

∆G*
soln

∆G*
gas

−∆G*
solv(HA) ∆G*

solv(H3O+)  ∆G*
solv(A-(H2O)n)−∆G*

solv(H2O)

Scheme 1 pKa calculation via

the direct or absolute method
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energy associated with protonation of water to form the

hydronium ion in cycle B is already included in the sol-

vation free energy of the proton used in cycle A. Thus, the

use of different thermodynamic cycles in theoretical pKa

predictions is merely a computational strategy to remedy

the uncertainties associated with solvation free energies

from continuum models.

Cycle A [56–78] is by far the most commonly used

because of its simplicity. For example, Schürmann et al.

[79] have computed the pKa values of 16 aliphatic car-

boxylic acids in which gas-phase free energies were

obtained at the SCF and MP2 levels of theory combined

with solvation free energies obtained from the PCM-UAHF

model. However, the approach was not sufficiently accu-

rate for direct pKa calculations as a result of errors incurred

in the gas-phase reaction energies. Liptak and Shields [59,

60] have subsequently utilized thermodynamic cycle A, but

with gas-phase free energies obtained via high level

ab initio methods (CBS-QB3 and G-n models) and found

that very accurate results (within 1 pKa unit) may be

obtained for phenols and aliphatic carboxylic acids, indi-

cating the importance of accurate gas-phase reaction

energies in a continuum solvent pKa calculation. This

‘‘prescribed protocol’’ has since been used in the pKa cal-

culation of a range of acids, including carbenes [63, 64],

carboxylic acid derivatives [66, 71, 80], inorganic acids

[15, 67, 70, 81], carbon acids [82, 83] and amine com-

pounds [65, 84]. For some of these classes of acids,

including some carboxylic acids, phenols and some inor-

ganic acids, the results are generally very good, but for

some classes such as carbon acids, large errors in excess of

7 units occur. There are also a large number of studies that

use gas-phase acidities computed using popular DFT

methods such as the B3LYP method, most of which

showed reasonable accuracies (1–2 kcal/mol) when com-

pared with experiment [56, 58, 61, 62, 69, 72–74]. How-

ever, where possible, we advocate the use of high-level

ab initio methods such as the CBS-X and G-n procedures

over DFT methods because the latter’s performance is

sometimes less consistent. These potential shortcomings

are examined in greater detail in Sect. 3.5.

In spite of the partial successes reported for this proto-

col, there are some serious drawbacks that limit Scheme 1

as a general pKa calculation method. In particular, both

cycles involve the generation of two ionic species and,

since the associated uncertainties in their solvation energies

are much larger, it can potentially lead to pKa predictions

with very large errors. In our recent study of a set of bio-

logically important carbon acids, we found that cycle A

(using CPCM-UAKS and -UAHF solvent models) results

in pKa values that overestimate experiment by 7 or more

units [82]. The good performance observed in certain

classes of acids such as carboxylic acids and phenols in

earlier reports is presumably due to systematic cancellation

of the errors incurred by the solvent model and/or because

of the way the solvent model is parameterized. For

example, the PCM-UAHF cavities have been parameter-

ized to reproduce solvation free energies of set of 43

neutral solutes and 27 ions at the HF level with the

6-31G(d) and 6-31?G(d) basis sets, respectively [85]. The

dataset is composed of typical organic species and their

conjugate acids/bases, including alkanes, alcohols, amines,

carboxylic acids and some hydrogen halides. However, the

solvation patterns of carbanions are probably quite differ-

ent from these organic acids and the parameterized cavities

may not be accurate enough to account for these differ-

ences quantitatively.

Additionally, the experimental solvation free energy of

the proton is required in the direct method (cycle A;

Scheme 1). A brief literature search uncovered values that

mainly lie in the range between -259 and -264 kcal/mol.

The sources of some of these values as well as examples of

studies that utilize them are shown in Table 2. Clearly, this

scatter in the data contributes an additional source of

uncertainty in the directly calculated pKa values. The range

of these values is enough to contribute an error of *3 pKa

units. Furthermore, the standard state for which these val-

ues are quoted has also created some confusion in its usage

in direct pKa calculations [86]. Experimental values are

Table 1 pKa values for selected acids evaluated by using experi-

mental values of DG�gas [107] and DG�solv [55] to compute DG�soln via

Eq. 2, for use in Eqs. 3 and 4

Acid pKa (cycle A) pKa (cycle B) Expta

CH3OH 15.14 15.14 15.5

CH3CH2OH 15.53 15.54 15.9

HCOOH 3.88 3.88 3.75

CH3COOH 5.03 5.03 4.76

C6H5OH 9.90 9.90 9.99

HOCl 7.49 7.49 7.54

HCCH 22.26 22.26 21.70

H2O 13.66 13.66 14.00

HN3 4.76 4.77 4.72

HF 2.99 2.99 3.18

HOOH 12.31 12.31 11.65

NH4
? 9.26 9.26 9.25

CH3NH3
? 10.64 10.64 10.66

(CH3)2NH2
? 10.68 10.68 10.73

(CH3)3NH? 9.84 9.84 9.80

CH3OH2
? -2.09 -2.08 -2.05

CH3CH2OH? -1.73 -1.73 -1.94

CH3CO(H?)CH3 -3.03 -3.03 -3.06

CH3CO(H?)CH2CH3 -4.60 -4.60 -4.61

a See Ref. [55] and the references therein
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generally quoted under the standard state conventions of

1 bar in the gas phase and 1 molal in solution, which can

be taken to differ negligibly from 1 atm in gas phase and

1 mol/L in solution (denoted DGsolv without the asterisk).

As noted in Eq. 1, the solvation free energies are defined

for a standard state of 1 mol/L in the gas and aqueous

phase, and accordingly, one must subtract 1.9 kcal/mol

(RT lnð ~RTÞ at 298.15 K) from these values to obtain the

solvation free energy, DG�solvðHþÞ. As such, the misuse of

these values has contributed a systematic error of 1.9 kcal/

mol error in some of the values reported in the literature

[67, 86]. Camaioni and Schwerdtfeger [86] have recently

clarified the confusion over standard states and recom-

mended using DG�solvðHþÞ = -265.9 kcal/mol, a bench-

mark value derived by Tissandier et al. [87] by using the

cluster pair approximation and recently reproduced to

within 0.2 kcal/mol by Kelly et al. [88].

While cycle B [77, 79, 81, 89–94] has its fair share of

the limitations as discussed above, it does offer several

advantages over cycle A. Specifically, the use of water as a

co-reactant is sometimes necessary for an accurate

representation of the actual chemistry occurring in solution.

As an example, Tossell has recently computed the pKa

values of carbonic acid and boric acid using the protocol

(cycle A) of Liptak and Shields [81]. However, this led to

unreasonably large errors especially for boric acid where

the deviation was in excess of 10 units. Closer examination

and comparison with experimental spectral data suggests

that the conjugate base of boric acid, B(OH)2O- does not

exist in solution. Rather, it exists as B(OH)4
-, correspond-

ing to the following reaction:

BðOHÞ3ðaqÞ þ H2OðaqÞ ! BðOHÞ�4 ðaqÞ þ HþðaqÞ

Using this reaction scheme, a vast improvement in the

computed pKa value was obtained where the deviation was

reduced to about 3 units. Likewise, carbonic acid (H2CO3) is

better represented as CO2(aq)?H2O(aq), or as a hydrogen

bonded complex. In this light, cycle B may be further

generalized such that both the proton and the anionic

conjugate base are solvated by water as shown in cycle C

(Scheme 1). A related scheme, known as the implicit–

explicit method is discussed in more detail in Sect. 2.3.

Table 2 Sources of some

recent experimental–theoretical

values of DGsolvðHþÞ and

selected examples of studies

that use these values

a Standard state of 1 atm for

gas and 1 mol/L for solution

DGsolv

(kcal/mol)a
Study Ref.

-259.5 Absolute pKa calculations with continuum dielectric methods [78]

pKa values of amines in water from quantum mechanical calculations using a

polarized dielectric continuum representation of the solvent

[56]

Ab initio quantum chemical studies of the pKa’s of hydroxybenzoic acids in

aqueous solution with special reference to the hydrophobicity of

hydroxybenzoates and their binding to surfactants

[57]

-261.85 Basicity of nucleophilic carbenes in aqueous and nonaqueous solvents—

theoretical predictions

[63]

An assessment of theoretical protocols for calculation of the pKa values of the

prototype imidazolium cation

[64]

-262.4 Calculation of substituent effects on pKa values for pyrone and dihydropyrone

inhibitors of HIV-1 protease

[128]

Acidity of organic molecules in the gas phase and in aqueous solvent [58]

Calculation of the aqueous solvation free energy of the proton [129]

Absolute hydration free energy of the proton from first-principles electronic

structure calculations

[130]

-262.7 Accurate pKa calculations for carboxylic acids using complete basis set and

Gaussian-n models combined with CPCM continuum solvation methods

[59]

Absolute pKa determinations for substituted phenols [60]

-264 The proton’s absolute aqueous enthalpy and gibbs free energy of solvation from

cluster-ion solvation data

[87]

Gibbs energy of solvation of organic ions in aqueous and dimethyl sulfoxide

solutions

[55]

Aqueous solvation free energies of ions and ion–water clusters based on an

accurate value for the absolute aqueous solvation free energy of the proton

[88]

Comment on ‘‘accurate experimental values for the free energies of hydration of

H?, OH-, and H3O?’’

[86]

Computation of pKa from dielectric continuum theory [61]
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2.2 The proton exchange method

Given the above problems, the proton exchange method

shown in Scheme 2 (also known as an isodesmic method or

a relative pKa calculation) is considered more reliable

because the number of charged species is conserved on

both sides of equation thereby allowing for cancellation of

some of the errors incurred in a continuum solvent calcu-

lation. Additionally, this approach also allows for further

cancellation of errors in the gas-phase reaction free energy,

especially when lower levels of theory (e.g. HF or DFT

methods) are employed. The pKa is obtained through Eq. 5

pKa ¼
DG�soln

RT lnð10Þ þ pKaðHRefÞ ð5Þ

where the experimental value of the reference acid, HRef,

is used. This approach also does not require an experi-

mental value of DG�solvðHþÞ, which as discussed above, is a

potential source of systematic error. Referring again to our

earlier work, we found this approach significantly more

accurate and delivered pKa values of various carbon acids,

including acetamides, ketones, amines and small peptides

that are within 1 unit of experiment (cf. 7 units in the direct

method) [82]. In particular, this approach provides a useful

comparison with the direct method and increasingly, the

two approaches are being used together in the pKa calcu-

lation of various acids [52, 63, 72, 80, 84, 95–101] in

aqueous and organic solvents, with generally good results.

Unfortunately, the success of this approach can depend

heavily on the choice of reference acid, with best results

expected if HRef is structurally similar to HA, since the

errors incurred by the continuum solvent model are likely

to be very similar and therefore should mostly cancel from

DDG�solv. To a certain extent, this depends on the solvent

model used to evaluate the solvation energies. We found in

the pKa calculation of neutral carbon acids of various

functionalities that the CPCM-UAKS model worked par-

ticularly well using this scheme because the errors in this

model are more systematic compared with the other solvent

models examined [82]. Of course, the accuracy of the

calculated value also depends on the accuracy of the

experimental pKa of HRef. As a consequence, since accu-

rate experimental pKa values of a structurally similar

reference may not always be available, this may limit the

proton exchange scheme as a universal pKa calculation

method.

2.3 Hybrid cluster–continuum approaches

In this light, reference-independent methods that can deli-

ver moderately accurate pKa values are highly desirable.

Some success in this direction has been achieved through

the inclusion of explicit solvent molecules in the acid

dissociation process. There are several variants to this

approach including the cluster–continuum model [53, 97,

99, 102–105] (Scheme 3) and the implicit–explicit solvent

approach (Scheme 4) [106].

Pliego and Riveros have utilized Scheme 3 in combi-

nation with the IPCM solvent model to obtain pKa values

that are accurate to within 2 units for a small test set of

acids [103]. The pKa is obtained via Eq. 6

pKa ¼
DG�soln

RT lnð10Þ þ 14þ ð4� nÞ log½H2O� ð6Þ

As noted in Table 1, using a standard state of 55 mol/L

corresponds to a pKa of 14 for water as compared to the

commonly quoted value of 15.74 which differs by a factor

of log[H2O]. Thus, for consistency, this experimental value

is adopted in Eq. 6. Scheme 3 is somewhat similar to a

proton exchange scheme using water as a reference.

However, it is strictly speaking not a proton exchange

reaction because the number of moles of chemical species

is not always conserved on both sides of the equation. Of

course, in cases when n = 3, i.e. when the anion is solvated

by three water molecules, then Eq. 6 collapses to Eq. 5

with an additional log[H2O] correction term, and HRef in

this case is water. The number of water molecules (n) to

include in an ion cluster, is determined using a

‘‘variational’’ cluster–continuum approach for solvation

free energy calculations, as shown in Scheme 5. In this

approach, the solvation of ionic species DDG�solvðA�Þ
corresponds to the free energy of the following process:

A�ðg,1 M)þ nH2O(55 M, l)! A�ðH2O)nðaq, 1 M)

DG�solvðA�Þ ¼ DG
�

clusðAðH2OÞ�n Þ þ DG�solvðAðH2OÞ�n Þ
þ nDGvapðH2OÞ ð7Þ

HA(aq, 1M)      +        Ref-(aq, 1M)                                HRef(aq, 1M)      +       A-(aq, 1M)
∆G*

soln

∆G*
gas

−∆G*
solv(HA) ∆G*

solv(HRef) ∆G*
solv(A-)

HA(g, 1M)        +        Ref-(g, 1M)                                  HRef(g, 1M)        +       A-(g, 1M)

−∆G*
solv(Ref-)

Scheme 2 pKa calculation via

the proton exchange scheme.

HRef is the reference acid
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Note that the standard states for each term in Eq. 7 are

not the same, where DG�cluster is in 1 atm, DGvap(H2O)

corresponds to 1 atm in gas and 55 mol/L (pure water) in

solution whereas DG�solvðA�ðH2OÞnÞ is 1 mol/L in both gas

and solution. The vaporization free energy is related to the

solvation free energy of water, DG�solvðH2OÞ
DGvapðH2OÞ ¼ �DG�solvðH2OÞ � RT ln½ ~RT � � RT lnð55:5Þ

ð8Þ

where R and ~R are the gas constant in units of J/mol K and

L atm/mol K, respectively. The cluster size is then deter-

mined on the basis of a ‘‘variational principle’’ that aims to

maximize the stability of the ion in solution, i.e. find n that

minimizes DG�solv [102]. Once the cluster size is deter-

mined, the solvation component, the solvation energy of

each species in Scheme 3 is calculated using the IPCM

continuum solvent model. In some sense, Scheme 3 works

by decreasing the dielectric continuum contribution to the

variation of DDG�solv in DG�soln through explicit introduction

of short-range solute–solvent interactions in the first sol-

vation shell around the ions. In this way, the accuracy in

the calculated pKa value should be less sensitive to errors

incurred by the dielectric continuum model. It is also

possible that explicit solvation of ionic species also pro-

vides a more accurate representation of the actual chem-

istry occurring in solution. In their study, Pliego and

Riveros have shown that DDG�solv contribution in a cluster–

continuum model does not exceed 10 kcal/mol whereas

pure dielectric continuum models contribute as much as

30–45 kcal/mol [102].

Kelly, Cramer and Truhlar have developed an implicit–

explicit approach (Scheme 4), which, when used in con-

junction with the SM6 model, offered significant

improvement compared with the direct method [106]. The

pKa is obtained from DG�soln in the same way as the direct

method (cycle B) in Eq. 4, except in this case, the water

molecule forms a complex with the anionic conjugate

base of the acid. The standard state correction was also

omitted in the original report [53, 106] although this does

not affect the conclusions of that paper. In a similar spirit

to the cluster–continuum approach, explicit solvation of

the anionic conjugate base should compensate for some

of the deficiencies inherent in continuum solvent models.

The thermodynamic cycle also allows for short-range

solvent–solute interactions to be calculated accurately in

the gas phase.

We found in our recent assessment study that solvating

the divalent conjugate bases of anionic carbon acids gives

significantly improved results and in cases where it did not,

the effect on the error was small [82]. However, as pointed

out in the original study, there are issues relating to the

number of water molecules to add, especially when the

HA(aq, 1M)      +        OH-(H2O)3(aq, 1M)                                A-(H2O)n(aq, 1M)      +       (4 - n)H2O(aq, 1M)
∆G*

soln

∆G*
gas

−∆G*
solv(HA) ∆G*

solv(A-(H2O)n) ∆G*
solv(H2O)

HA(g, 1M)        +        OH-(H2O)3(g, 1M)                                  A-(H2O)n(g, 1M)        +       (4 - n)H2O(g, 1M)

−∆G*
solv(OH-(H2O)3)

Scheme 3 pKa calculation via

the cluster–continuum model

HA(aq, 1M)      +           nH2O(aq, 1M)                                     A-(H2O)n(aq, 1M)      +           H+(aq, 1M)
∆G*

soln

∆G*
gas

−∆G*
solv(HA) ∆G*

solv(A-(H2O)n) ∆G*
solv(H+)

HA(g, 1M)        +           nH2O(g, 1M)                                        A-(H2O)n(g, 1M)        +          H+(g, 1M)

−∆G*
solv((H2O)

Scheme 4 pKa calculation via

the implicit–explicit model

  A(g, 1mol/L)      +           nH2O(aq, 55 mol/L)                                     A-(H2O)n(aq 1 mol/L)
∆G*

solv

∆Go
cluster

∆G1

    A(g, 1 atm)         +           nH2O(g, 1 atm)                                            A-(H2O)n(g, 1 atm)

∆Gvap(H2O) A-(H2O)n(g, 1 mol/L)

−∆G1

∆G*
solv(A-(H2O)n)

Scheme 5 Thermodynamic cycle for calculation of cluster–continuum solvation free energy
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error in the directly calculated value is large, and in some

cases (such as the bicarbonate anion) the addition of one

water molecule is not always sufficient [106].

3 Benchmarking study

3.1 Experimental design

In view of the success reported for these various methods

(Schemes 1, 2, 3, 4), we are interested in how their per-

formance compares against a common dataset of acids.

Specifically, which of these pKa calculation procedure(s) is

most suitable for general pKa calculations? While all the

above-mentioned procedures have been assessed to some

extent, they are inevitably based on datasets composed of

different numbers and types of acids. Furthermore, each

approach is usually based on a specific solvent model

applied at a specific level of theory and definition of solute

cavities. To this end, we have compiled a dataset of 55

neutral species consisting of acids with various function-

alities, including alcohols, phenols, carboxylic acids,

inorganic acids and various carbon acids. Using this data-

set, we have carried out a ‘‘grid search’’ using all possible

combinations of thermodynamic cycles and solvent models

to help identify the optimal combination of thermodynamic

cycle and solvent model, capable of delivering chemically

accurate pKa values. The definition of a chemically accu-

rate pKa value is somewhat arbitrary and the general

1 kcal/mol definition for gas-phase calculations is unrea-

listic in view of the magnitude of the errors in an absolute

continuum solvent calculation. The acceptable error mar-

gin for a directly calculated pKa value should be in the

vicinity of 3.5 pKa units, and about 2 units for non-directly

calculated values. The justification for these values is

elaborated in Sect. 3.4.

3.2 Theoretical procedures

The pKa values have been computed using Eqs. 2–6 based

on the various schemes. Experimental gas-phase acidities

[107] were used in most of the directly calculated pKa

values whereas gas-phase reaction energies corresponding

to Schemes 2 to 4 were computed. The most recent

experimental–theoretical values of -6.28 [59] and -265.9

[87] kcal/mol for the gas-phase Gibbs free energy, G(g,

H?), and solvation free energy of the proton, DG�solvðHþÞ as

well as the experimental value of DG�solvðHþÞðH2OÞ
(6.32 kcal/mol) [86] were adopted in Schemes 1 and 4.

Ab initio gas-phase reaction energies were computed via

the G3MP2(?) composite procedure [26] on geometries

optimized at the B3LYP/6-31?G(d) level, denoted

G3MP2(?)//B3. The G3MP2(?) is a modified version of

G3MP2 in which calculations with 6-31G(d) have been

replaced with 6-31?G(d) basis set, so as to allow for an

improved description of anionic species. This approach has

been demonstrated to deliver chemically accurate gas-

phase reaction energies (i.e. 1 kcal/mol) in an earlier study

[82]. To obtain the gas-phase free energies at 298.15 K,

zero-point vibrational energy, thermal corrections and

entropies were calculated from the B3LYP/6-31?G(d)

geometries and frequencies, using the standard text book

formulae for the statistical thermodynamics of an ideal gas

under the rigid rotor/harmonic oscillator approximation

[108]. Scale factors for the B3LYP/6-31G(d) frequencies

were used for the free energy calculations [109]. For sys-

tems where multiple conformations exist, the lowest energy

gas-phase conformer was used in the computations. The

gas-phase optimized structures are provided in the Sup-

porting Information. Additionally, gas-phase acidities for

selected acids were also calculated using lower levels of

theory for comparison, including HF, MP2 and the DFT

methods, B3LYP [110], B97-1 [111], BMK [112] and

BP86 [113, 114]. These gas-phase acidities were obtained

as single point calculations with the G3MP2LARGE basis

set on B3LYP/6-31?G(d) optimized geometries.

Solvation free energies obtained from the various sol-

vent models are computed at levels of theories as recom-

mended. The conductor-polarizable continuum model

(CPCM) [31, 33] was applied at the B3LYP/6-31?G(d)

and HF/6-31?G(d) levels of theory with the UAKS and

UAHF [85] cavities to yield the CPCM-UAKS and CPCM-

UAHF solvation energies respectively. In the directly cal-

culated pKa values, we have also computed solvation free

energies obtained from geometries optimized in vacuo as

well as in the presence of solvent. In the cluster–continuum

and implicit–explicit solvent models, the CPCM calcula-

tions were carried out on gas-phase optimized geometries.

The IPCM [38] calculation was carried out using an

isodensity of 0.0004 and a dielectric constant of 78.39 at

the MP2/6-31?G(d,p) level as recommended by earlier

studies [102, 103]. In the IPCM continuum solvent calcu-

lation, only the electrostatic term (DGes) is considered and

this is provided by the difference in electronic energies of

the solute in vacuo and in the presence of solvent. These

calculations were carried out on the B3LYP/6-31?G(d)

gas-phase geometries. The CPCM and IPCM as well as all

gas-phase calculations were all carried out using the

Gaussian 03 software [115].

In addition, solvation free energies were also computed

using the SM6 [49] and COSMO-RS [116–118] models.

The SM6 model is based on a generalized Born approach

which uses a dielectric continuum to treat bulk electrostatic

effects combined with atomic surface tensions to account

for first shell solvent effects, and it has been shown to

deliver aqueous solvation free energies to within

10 Theor Chem Acc (2010) 125:3–21

123



*0.5 kcal/mol for neutral species [49]. Is also a density

functional theory continuum model and can be used in

conjunction with any good density functional, including the

mPW0, B3LYP, and B3PW91 density functionals [49]. As

such, the SM6 solvation free energies have been computed

at the B3LYP/6-31?G(d) level of theory using the

GAMESSPLUS program [119].

The COSMO-RS differs from a typical continuum sol-

vent model in that the solvation free energies are derived

from the statistical thermodynamics of interacting molecular

surfaces, based on the polarization charge densities obtained

from a COSMO calculation [116–118]. The parameterized

model is capable of reproducing the solvation free energies

of 163 neutral solutes to within 0.4 kcal/mol [117]. The ADF

package [120] was used to compute the COSMO-RS sol-

vation free energies on the gas-phase geometries at the BP/

TZP level of theory (as it was parameterized for), and the

rest of the parameters (e.g. atomic radii and cavity con-

struction) were kept as default values [121].

Finally, we have also computed solvation free energies

for the anions via the cluster–continuum approach of

Pliego and Riveros using Eqs. 7 and 8 [102]. The solvation

and vaporization free energies were computed using the

various solvent models as mentioned above. As noted in

Sect. 2.3, the number of solvent molecules (n) to include in

the ion cluster is determined on the basis of a ‘‘variational

principle’’ where the lowest value of DG�solv occurs. In the

conformational sampling of these ion–water clusters, the

solvent molecules are added to positions where they can

directly hydrogen bond to the atom(s) bearing the charge in

the anion; the maximum number of water molecules added

generally corresponds to the number of electron lone pairs

residing on that atom (usually three).

3.3 Comments on the calculation of solution reaction

free energies, DG�soln

As shown in Eq. 2, the reaction free energy in solution is

usually obtained as the sum of two components, the gas-

phase reaction free energy, and a solvation contribution

corresponding to the differences in the solvation free

energies of the products and reactants. The equivalent

expression for Eq. 2 in terms of solution free energies,

DG�soln, is shown in Eq. 9

DG�soln ¼
XN products

i¼1

niG
�
i;soln �

XN reactants

j¼1

njG
�
j;soln

¼
XN products

i¼1

niðG�i;gasþDG�i;solvÞ

�
XN reactants

j¼1

njðG�j;gas þ DG�j;solvÞ ð9Þ

To calculate the solution reaction free energy, DG�soln,

exactly, one would need to locate the equilibrium

geometries of each reactant and product in both gas and

solution phase. From these equilibrium geometries, one can

compute the gas-phase reaction free energy as well as the

solvation free energy of each species. In calculating DG�gas,

one would ideally also consider all conformers of each

species and obtain its Gibbs free energy as a Boltzmann

average of these conformers. However, it is also intuitively

clear that in cases where the conformers are close in

energies, the Boltzmann averaged Gibbs free energy should

be very similar to that obtained on the global minimum

structure. On the other hand, conformers which are

significantly higher in energy would have very little

contribution to the Boltzmann averaged Gibbs free

energy. Thus, the use of equilibrium geometries should

suffice for the calculation of DG�gas.

In terms of the calculation of DG�solv, this corresponds to

the free energy change associated with the following pro-

cess: A(g) , A(aq), where A is in its equilibrium geometry

in the respective phases. In this view, computing solvation

free energy as a single-point calculation on either the gas

phase or solution equilibrium geometry implicitly assumes

that the molecule undergoes little structural change

between the two phases. This is probably true most of the

time, especially for small rigid molecules with one domi-

nating conformer. Indeed, several reports have found this

choice makes little difference to the accuracy of the results.

For example, Takano and Houk [52] have earlier compared

the mean absolute deviations (MADs) in solvation free

energies of 70 neutral and ionic species computed using

geometries optimized in vacuo and in water, and found that

the MADs were exceedingly similar; differing by no more

than 0.5 kcal/mol.

However, a problem arises when the gas and solution

equilibrium geometries are substantially different. The

amino acids, which exist as zwitterions in solution but are

neutral in the gas phase are one such example, and in such

cases, the solvation free energies would need to be calcu-

lated via a cluster–continuum approach, i.e. by adding the

number of explicit solvent molecules necessary to stabilize

the zwitterion in the gas phase. Similarly, for larger mole-

cules and in cases where one or more solvent molecule is

treated explicitly, substantial changes in molecular geo-

metries are usually associated with solvation. Specifically,

in the ion–water clusters, one might expect the hydrogen-

bonded structure to be less compact in solution. In such

cases, there is an additional contribution to solvation free

energy:

DG�solv ¼ DGes þ DGdr þ DGcav þ DGconf ð10Þ

where the first three terms correspond to the standard

electrostatic, dispersion–repulsion and cavitation
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contributions to the solvation free energy within the

polarizable continuum model (PCM) framework and the

last term refers to the contribution from changes in

molecular structure during solvation. Equation 10 may

alternatively be understood using a thermodynamic cycle:

AðgÞ �!DGconf
A#ðgÞ �!DGesþDGdrþDGcav

A#ðaqÞ

where # denotes the solution equilibrium geometry. In this

way, the single-point calculation is performed on the

solution equilibrium geometry and DGconf may be

approximately obtained as the difference in gas-phase

electronic energies of the solution and gas-phase equili-

brium structures, i.e. Egas
e ðsolution geometryÞ � Egas

e

ðgas phase geometryÞ. Assuming that the contribution from

changes in molecular geometry is small, the solvation free

energy may be more conveniently obtained as just a single-

point calculation on the solution equilibrium geometry.

The effect of solution versus gas-phase geometries and the

accuracy of the computed pKa values are examined in

greater detail in Sects. 3.6 and 3.9.

3.4 Sources of error and definition of an acceptable

margin

In comparing the performance of the various protocols in

pKa calculations, it is useful to define an acceptable error

margin. In Eq. 2, aqueous reaction free energies are com-

posed of two components—a gas-phase term (DG�gas) and a

solvation energy term (DDG�solv). As noted above, gas-

phase reaction energies have an uncertainty of *1 kcal/

mol, and the errors in continuum solvent calculation for

neutral and anionic species are typically about 1 and

4 kcal/mol [49, 51, 52]. The need to use the experimental

solvation free energy of the proton, DG�solvðHþÞ in the

direct approach further contributes an additional source of

error where the present benchmark value -265.9 kcal/mol

has an estimated uncertainty of no less than 2 kcal/mol

[88]. Assuming that these errors are additive, the uncer-

tainty in a directly calculated pKa value can be as large as

6 units or more (1 pKa unit = 1.4 kcal/mol at room tem-

perature). While the definition of an acceptable error

margin is somewhat arbitrary, we propose that these should

at least match the corresponding uncertainties associated

with the experimental values. For neutral solutes, experi-

mental DGsolv can be obtained directly by measuring par-

tition coefficients of solutes between gas phase and dilute

aqueous solutions in equilibrium, whereas ‘‘experimental’’

DGsolv for ionic species are usually obtained through the

combination of experimental gas-phase acidities/basicities,

pKa values and a thermodynamic cycle [55, 122, 123].

Pliego and Riveros have recently estimated that the asso-

ciated errors for solvation free energies of ionic species are

*2 kcal/mol in aqueous solution [55]. Accordingly, the

aim of any solvent model would be to achieve a directly

calculated pKa value with an accuracy of 3.5 pKa units. On

the other hand, the proton exchange scheme benefits from

partial error cancellation. If we assume the residual error in

the solvation component of a proton exchange reaction is

about 2 kcal/mol, then a realistic error margin should be in

the vicinity of 2 pKa units. In our subsequent discussion,

this is the criterion we use for assessing the performance of

any non-directly calculated pKa method (Schemes 2, 3, 4).

Finally, it should be mentioned that there are also errors

associated with experimental pKa values, although these

are usually not quoted. There are many factors that may

affect the value of an experimental pKa measurement, and

these include the ionic strength of the solution, the tem-

perature, as well as the approximations used in kinetic

measurements to derive these pKa values (e.g. protonation

rate constants of carbanions that are combined with de-

protonation rate constants via NMR spectroscopy [124]).

Some of these values, especially for the very strong or

weak acids (pKa \ 0 or pKa [ 15) are obtained via

extrapolations. In this light, we have endeavored to com-

pile a list of common organic and inorganic acids for which

experimental pKa values are accurately known, most of

which were used in developmental work for continuum

solvent models [49, 55, 82, 125].

3.5 Assessment of gas-phase acidities

To evaluate the accuracy of the composite method

G3MP2(?)//B3, we have computed gas-phase acidities for

30 of the acids in our test set and compared these with their

experimental values as well as those obtained using various

lower level methods. The methods B3LYP and MP2 are

among the most commonly used for calculation of gas-

phase acidities, whereas the BP86 and B97-1 have also

been used in COSMO-RS [93, 126, 127] and SM6 [106]

pKa calculations, respectively. The results are summarized

graphically in Fig. 1 and full results are provided in Table

S1 in the Supporting Information. As shown, the

G3MP2(?)//B3 gas-phase acidities generally compare very

well with the experimental values with a MAD of

1.43 kcal/mol. However, there is one notable exception,

CF3SO3H, where the deviation is in excess of 5 kcal/mol

across the seven levels of theory examined (data provided

in Table S1 but omitted from Fig. 2). Gutowski and Dixon

[15] have recently computed the gas-phase acidity of

CF3SO3H and other strong acids (pKa \ -10). Their gas-

phase acidity of CF3SO3H (293 kcal/mol) computed at the

CCSD(T)/CBS(?d) level of theory is in excellent agree-

ment with our calculated value (cf. 293.2 kcal/mol). The

deviation with the experimental result has been attributed

to the large uncertainties associated with the gas-phase
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acidities of these strongly acidic species [15]. Omission of

CF3SO3H results in an improved MAD for all the methods,

although the HF method is clearly unsuitable for gas-phase

acidity calculations, with MAD [6 kcal/mol and a maxi-

mum absolute deviation (ADmax) of 11 kcal/mol. The

commonly used B3LYP and MP2 methods have reasonably

small MADs of about 2 kcal/mol, but their ADmax values

are considerably larger (6 or more kcal/mol). Interestingly,

the ADmax (11 kcal/mol) in MP2 originates from HN3. The

unusually large error in this system persisted even after the

calculation was combined with the quadruple-zeta (aug-cc-

pVQZ) basis set, indicating slow convergence towards the

complete basis set limit for MP2.

Most of these errors can presumably be remedied by

means of a proton exchange scheme or isodesmic reaction,

although the HF residual errors are still likely to be sig-

nificant. The two best-performing methods are G3MP2(?)

and B97-1, with MAD values near chemical accuracy

(*1 kcal/mol). The latter DFT method, however, has a

slightly larger ADmax (4.1 vs. 3.2 kcal/mol). Nevertheless,

where proton transfer reactions are concerned, we find

B97-1 a reliable DFT method compared with other com-

monly used DFT methods, and this could provide a cost-

effective alternative to the computationally more expensive

G-n or CBS procedures.

3.6 Assessment of the direct method

The directly calculated and experimental pKa values for the

55 acids are provided in Table S2 in the Supporting Infor-

mation and summarized in Fig. 2, where the acids in the test

set have been broadly categorized according to their func-

tionality. These pKa values have been computed by combi-

ning experimental gas-phase acidities (where available) with

solvation free energies obtained from the five solvent models.

Where more than one experimental pKa value is shown, the

value with an asterisk was used to compute the errors in the

calculations. Unsigned errors are shown in brackets.

As a useful aside, we have also examined if there were

any significant difference in accuracy in the CPCM cal-

culations if gas phase optimized geometries were

employed. For both solvent models (CPCM-UAKS and

UAHF), we found that re-optimization in aqueous solution

generally performs better, although the overall gain in

accuracy is only 0.6–0.8 pKa units in MAD, indicating the

effect due to geometry changes in solution is reasonably

small (full results in Table S16). In our directly calculated

pKa values, all CPCM calculations use solution-optimized

geometries unless stated otherwise.

A quick inspection of Fig. 2 (and Table S2) reveals that

the performance of the direct method is somewhat incon-

sistent and can vary considerably depending on the solvent
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Fig. 1 The mean and maximum absolute deviations of gas-phase

acidities (kcal/mol) computed at various levels of theory with the

GTMP2LARGE basis set
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model and type of acid. As a whole, the CPCM-UAHF and

SM6 methods are the best-performing continuum solvent

models where the overall MADs are 3.8 units, close to the

target accuracy of 3.5 units. Nonetheless, the unacceptably

large maximum absolute deviations (ADmax) across all of

the various solvent models, generally 10 units or more,

questions the suitability of the direct method for general

pKa calculations. In the CPCM-UAKS and UAHF models,

there were stability issues associated with these cavity

models and the errors incurred by the ammonia molecule

(NH3) were unexpectedly large ([40 pKa units). The IPCM

solvent model is also clearly unsuitable for direct pKa

calculations with MAD and ADmax of 10 and 25 units

respectively. Its poor performance is presumably due to the

definition of the isodensity (0.0004) surface which has been

applied universally for constructing the solute cavity of

both neutral and ionic solutes.

Closer examination of how each solvent model performs

with respect to the various classes of acids reveals some

interesting trends. The CPCM-UAHF and SM6 models

perform reasonably well with respect to alcohols, phenols

and carboxylic acids (pKa values generally within 3 units

of experiment) and this is consistent with results from

earlier studies [59, 60, 71, 95]. However, the performance

of the CPCM-UAHF model with respect to some inorganic

and carbon acids is less ideal where some larger errors

originate (e.g. HN3, HOOH and a-carbonyl carbon acids).

On the other hand, the CPCM-UAKS model’s performance

is slightly worse, but appears to be more consistent in that

the calculated values are generally overestimated by 5–7

units across the various classes of acids. The SM6 and

COSMO-RS models fair reasonably well for organic acids,

but also appear to have problems with some inorganic acids

(e.g. H2O, NH3 and HNO3). The poorer performance with

respect to these species may be partly attributed to the

uncertainty of associated with the experimental pKa values

of these acids. As noted before, the pKas of very strong or

weak acids (pKa \ 0 and pKa [ 14) may be subject to

considerable error.

The selectively good performance of these solvent

models within certain classes of acids is intriguing. As

noted in Sect. 2.1, this is likely to be related to how these

solvent models have been parameterized to account indi-

rectly for short-range solvent–solute interactions. As a

specific example, in the dataset used to parameterize PCM-

UAHF, group 7 monovalent halide ions were used [85] and

the model performed particularly well (errors\2 units) for

these acids as shown in Table S2. On the other hand, the

performance for related inorganic acids such as hydrogen

peroxide and hydrogen azide were substantially worse,

with deviations as large as 10 units. As such, an inherent

deficiency in any parameterized model is that there is no

guarantee that the accuracy of the calculated solvation

energy will be carried over to species outside of the data set

used to parameterize it. Unfortunately, all solvent models

currently available have been parameterized to some

extent. For example, the COSMO-RS method is composed

of atomic radii, dispersion constants and other general

parameters fitted against 642 data points corresponding to

various properties such as solvation free energies, vapor

pressure and partition coefficients [117], whereas the SM6

uses different parameters such as atomic surface tensions

and a different set of atomic radii that are fitted against

aqueous solvation free energies of 273 neutrals, 112 ions

and 31 ion–water clusters [49]. This further reinforces our

viewpoint that the direct method is currently unsuitable for

general pKa predictions regardless of which solvent model

is employed.

3.7 Assessment of pKa values via the proton exchange

scheme

Using alcohols, phenols, carboxylic acids and carbon

acids as examples, the pKa values for these molecules

have been computed via a proton exchange scheme and

results summarized in Fig. 3 (full details in Table S3).

While these values can be computed via Eq. 5, they can

be more simply obtained as the difference between the

error in the directly calculated pKa of the reference acid

and their directly calculated values. For example, the

error in the directly calculated CPCM-UAKS pKa of

methanol is 7.14. Using this as a reference, the CPCM-

UAKS proton exchange pKa values of the remaining

alcohols correspond to subtracting 7.14 from their

directly calculated values in Table S2. This approach

clearly results in significant improvement in accuracy;

the overall MADs are mostly within the acceptable error

margin of 2.5 pKa units. In particular, there is an

approximately 4- to 5-fold reduction in MAD for CPCM-

UAKS and IPCM compared with the direct method,

bringing their overall MAD down to 1.8 and 3.3 units

respectively. For the other models, where the MADs in

the directly calculated values are already reasonably
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Fig. 3 The MAD in pKa values obtained using the proton exchange

method for the various classes of acids. CH3OH, Ph-OH, HCOOH
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small (\3 units), the proton exchange scheme provided

further improvement of 1–2 units.

It should be emphasized that the improvement observed

in the proton exchange scheme is strongly dependent on the

nature of the errors incurred in a direct pKa calculation. As

noted above (see also Table S2), CPCM-UAKS consis-

tently overestimates directly calculated pKa values of

(-carbonyl carbon acids and this is illustrated in Fig. 4 where

the graph of directly calculated pKa values is essentially a

vertical translation from the line y = x by 7 pKa units. In

this example, acetamide was chosen as the reference

because its pKa is accurately known, and the proton

exchange scheme works exceptionally well (MAD = 0.9

and ADmax = 2.45), where the data points are clustered

along the line y = x. In the COSMO-RS and SM6 methods,

we note that the errors are less systematic to begin with,

and, as a consequence, the use of the proton exchange

scheme did not necessarily give an improvement over the

directly calculated values.

3.8 Assessment of the cluster–continuum approach

We have examined the performance of the cluster–con-

tinuum approach (Scheme 3) for the 5 solvent models

using a selection of 32 acids from Table S2. The cluster–

continuum solvation free energies, calculated as a function

of cluster size, are provided in Table S4. Interestingly, our

cluster number (n) deviates slightly from those reported in

an earlier study by Pliego and Riveros. For O-centered

anions, the recommended the number of solvent molecules

to add is usually 3, while we find that this number can vary

between 2 and 3. This is presumably due to the different

levels of theory employed in the gas-phase energetics and

geometry optimization calculations. In the original paper,

MP2/6-311?G(2df,2p) single point calculations were per-

formed on HF/6-31?G(d,p) optimized geometries whereas

in this work, the benchmarked G3MP2(?) composite

procedure was applied to B3LYP/6-31?G(d) optimized

geometries. Using HCl as an example, we note that the

optimized geometry of the Cl(H2O)2
- cluster is substan-

tially different at the two levels of theory. We have also

neglected to apply anharmonic corrections, which were

carried out in the original study on selected ion clusters, as

it is not clear when anharmonicity is likely to be significant

for the present test set. The pKa for each acid has been

determined for n = 1–3 and the full results are shown in

Tables S5–S9, and summarized in Fig. 5.

In the CPCM calculations, there were convergence

problems associated with the optimization of certain ion

clusters, such as the OH-(H2O)3 cluster which led to the

dissociation of the hydroxide O–H bond, presumably due

to stability issues associated with the definition of atomic

radii used to construct the molecular cavity (UAHF and

UAKS). Furthermore, the OH-(H2O)3 cluster is a recurring

species in the cluster–continuum pKa calculation scheme.

Thus, for consistency, all CPCM calculations were carried

out using gas phase optimized geometries. As noted in

Sect. 3.3, solution and gas-phase equilibrium geometries

for ion–water clusters are likely to be quite different, and

the computation of solvation free energies on gas-phase

geometries is likely to introduce additional errors to the

pKa calculations. The effect of molecular geometry on the

accuracy of the implicit–explicit model (Scheme 4) is

examined in greater detail in Sect. 3.9.
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An immediate observation from Fig. 5 is that addition of

a water molecule generally improves the result for all

solvent models with the optimum number of water mole-

cules (n) being 1 or 2. The best-performing solvent models

were CPCM and COSMO-RS, where the lowest MAD is

about 2 units whereas the SM6 and IPCM models also

performed reasonably well with the lowest MADs around

3.5 units. The good performance of the COSMO-RS model

is quite remarkable in view of the fact that it does not

involve any experimental pKa values or other ion data in its

parameterization [117].

While it seems physically more reasonable to consider

each acid individually, i.e. assign the number of water

molecules required to maximize its stability in solution on

the basis of the ‘‘variational principle’’ and Eq. 7, we find

that this does not necessarily give a better result. In Table

S8, the values in bold refer to pKa values that would have

been predicted if the number of water molecules added

were determined based on Eq. 7. As shown, this approach

can still lead to some rather large errors (e.g. HNO3 and

CF3COOH). On the other hand, it is possible to achieve our

target accuracy using a ‘‘one-size-fits-all’’ n = 2 in the

CPCM and COSMO-RS models, where the MAD is about

2 units and the performance is reasonably consistent across

the various types of acids (see Fig. 5, and also Tables S5,

S6 and S9). Presumably, at this value of n, the contribution

of DDG�solv to DG�soln is sufficiently small and therefore the

effect on DG�soln of variations in DG�solv between the dif-

ferent acids is minimal. The large increase in MAD of

these models when n = 3 is clearly undesirable, and as

noted before, it is possible that at this coordination number,

their solution equilibrium geometries may differ appre-

ciably from the gas phase which could be a potential source

of error. On the other hand, the SM6 model is significantly

more stable with respect to n, and Fig. 5 shows a mono-

tonic decrease in MAD as n increases from 0 to 3. Pre-

sumably, the empirical corrections in this model are

sufficient to partially account for differences in gas and

solution phase geometries.

3.9 Assessment of pKa values via the implicit–explicit

model

The pKa values computed using Scheme 4 are shown in

Tables S10–S14 and the results are summarized in Fig. 6.

As shown, the success of this method appears to be limited

to the SM6 and COSMO-RS solvent models. Addition of 1

water molecule generally reduced the error in the directly

calculated pKa values (n = 0) for these models. Con-

versely, the errors in the CPCM pKa values increases with

n, and there is a dramatic increase in MAD as three water

molecules are added. The IPCM values improved by

3 units as two water molecules were added but the absolute

errors were still substantial, with an MAD of 8 units. Best

results were observed in the SM6 and COSMO-RS models

when the ion is solvated by one water molecule (n = 1),

bringing the MADs to about 3 units. On closer examination

(Tables S12, S14), it appears that the errors associated with

the organic acids are generally much smaller, about 2 units

or less, indicating that these approaches might be more

suitable for the pKa predictions of these species.

This raises two questions: (1) Why does addition of

water molecules not improve the accuracy for the CPCM

models? (2) For the SM6 and COSMO-RS models, why do

the errors not improve with the addition of more water

molecules? With respect to the first question, the use of

gas-phase equilibrium geometries for computing solvation

free energies of ion–water clusters is a potential source of

error, since their solution and gas-phase equilibrium

structures are expected to be quite different. To investigate

this, a selection of ten acids from Table S10 were selected

and the gas-phase geometries of these species and their

associated ion–water clusters were re-optimized in the

presence of solvent for the CPCM-UAKS and CPCM-

UAHF models. Additionally, the COSMO-RS solvation

energies were also computed on the CPCM-UAKS solu-

tion-optimized geometries. Inspection of the molecular

geometries reveal that re-optimization in solution has the

greatest effect on the structures of ion–water clusters,
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where they tend to adopt more ‘‘open’’ hydrogen bonded

clusters. For example, the gas phase and solution optimized

equilibrium structures for the HCOO-(H2O)2 and

OCl-(H2O)3 clusters are shown in Fig. 7. As such, the pKas

were recalculated using CPCM-UAHF, CPCM-UAKS and

COSMO-RS solvation free energies obtained from the

solution equilibrium geometries, and the results are sum-

marized in Table 3. As shown, using solution-optimized

structures improves the stability of the CPCM model,

where the large errors associated with the addition of three

solvent molecules have dropped by 4–5 pKa units. The

inclusion of contribution for geometry changes, DGConf , in

Eq. 9, for the CPCM-UAKS solvation free energies, made

little difference to the results. However, the improved

performance is still not accurate enough for quantitative

pKa calculations and addition of explicit solvent molecules

does not lead to further improvement.

Another possibility relates to the parameterization of the

CPCM models. The UAHF and UAKS atomic radii are

optimized as functions of connectivity, hybridization state

and formal charge [85], to reproduce the solvation free

energies obtained from the continuum solvent calculations

on a bare solute and, to a certain extent, this indirectly

accounts for the short-range solvent–solute interactions in

the continuum model. This unsystematic approach could

counteract the systematic treatment of these errors through

the introduction of explicit solvent–solute interactions. On

the other hand, other solvent models are parameterized

differently and in COSMO-RS and SM6, the atomic radii

are functions of only atomic number. As shown in an

earlier study, introduction of an explicit solvent molecule

results in further improvement in the predicted solvation

free energies for the SM6 model [49]. Since most solvent

models have been parameterized to some extent, the

addition of more water molecules is unlikely to systema-

tically improve the errors in a continuum solvent pKa cal-

culation. Cramer and Truhlar have also highlighted that

addition of explicit solvent molecules changes the non-

electrostatic contributions to solvation free energy (e.g.

cavitation and dispersion free energies) as well as the

solute’s translational, vibrational and rotational free ener-

gies, and the parameterized surface tensions may not be

accurate enough to account for these changes quantitatively

[106]. As noted before, the poorer performance of the

unparameterized IPCM model is presumably due to the

definition of molecular cavity based on the 0.0004

isodensity surface which have been applied universally to

neutral and ionic solutes.

3.10 Towards a universal proton exchange scheme

based on cluster continuum solvation energies

The results so far indicate that direct methods are only

suitable for the pKa predictions of certain classes of acids

for which the solvent models have been parameterized,

whereas cluster–continuum hybrid models show more

promise in terms of providing a universal pKa prediction

approach. Still, these models are not without limitations;

for example, their performance are somewhat sensitive to

the ion-cluster size (n) and the rules for automating this

choice, empirical or otherwise, still require further refine-

ment. The proton exchange scheme is significantly more

straightforward and its performance is comparable, if not

slightly better, to the cluster–continuum models. However,

an obvious limitation of a proton exchange scheme is

clearly the need for a structurally similar reference. In both

CPCM-UAKS/UAHF, the use of formic acid (HCOOH) as

a reference was clearly unsuitable for the pKa calculation of

trifluoroacetic and trichloroacetic acids where the devia-

tions increased by more than 3 units (Table S3). Further-

more, there is some ambiguity pertaining to the

experimental data of some strong inorganic acids where

experimental pKa values that differ by 5 or more units have

Gas phase structure of HCOO�(H2O)2 Gas phase structure of OCl�(H2O)3

Solution structure of HCOO�(H2O)2 Solution structure of OCl�(H2O)3

Fig. 7 The solution (CPCM-UAKS) and gas-phase equilibrium

structures of selected ion–water clusters

Table 3 The effect of molecular geometry on the accuracy of the

CPCM-UAKS and CPCM-UAHF pKa values calculated via Scheme 4

for 10 acids

MAD n = 0 n = 1 n = 2 n = 3

CPCM-UAHF (gas geom.) 6.59 7.57 9.80 13.57

CPCM-UAHF (solution geom.) 5.90 5.93 6.61 8.88

CPCM-UAKS (gas geom.) 7.29 8.28 10.50 14.21

CPCM-UAKS (solution geom.) 6.79 6.94 7.86 9.57

COSMO-RS (gas geom.) 5.02 2.36 2.55 4.65

COSMO-RS (solution geom.) 4.12 3.49 4.48 5.72

CH3OH, C6H5OH, HCOOH, CH3COCOOH, HOOH, HOCl, HNO2,

CH3COCH3, CH3CONH2, CH3COOCH2CH3
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been reported for the same species (Table S2). As a con-

sequence, since accurate experimental pKa data for a

structurally similar reference may not always be available,

this limits the applicability of the proton exchange scheme

as a general pKa calculation method.

In a separate study, Pliego and Riveros have used the

cluster–continuum approach (Scheme 5) for the computa-

tion of IPCM solvation energies of ionic species at the MP2/

6-31?G(d,p) level of theory using Eq. 7 [102]. While the

results typically underestimate experiment by *9 kcal/mol

[102], this systematic error could potentially lessen the

sensitivity of the proton exchange method to the choice of

reference acid. In particular, we note that there should be

substantial cancellation of these errors in the solvation

contribution (DDG�solv) to the aqueous reaction energy. To

investigate this possibility, the solvation free energies for the

anionic conjugate bases of a selection of 32 acids from Table

S2 were computed via Eq. 7. These cluster–continuum

solvation free energies for ionic species were combined with

pure continuum IPCM solvation free energies for neutral

species for the calculation of direct pKa values and are

labeled ‘‘Direct(Cluster IPCM)’’ in Figs. 8 and 9. For

comparison, the results for directly calculated pKas using

solely the pure IPCM solvation energies are also shown and

labeled ‘‘Direct(Pure IPCM)’’. Complete pKa values are

provided in Table S15. As shown in Fig. 8, using cluster–

continuum solvation free energies for ionic species, results

in a substantial reduction in the MAD of the directly cal-

culated pKa values by about 4 units (6.5 cf. 11), and the

ADmax was more than halved (10 cf. 22). While the errors in

the former are still relatively large, it is important to note that

there is also a significant reduction in standard deviation in

the errors (2.3 cf. 5). This indicates that the cluster–continuum

solvation free energies have a leveling effect on the errors in

a direct pKa calculation and this is illustrated graphically in

Fig. 9. As shown, cluster–continuum solvation free energies

bring the directly calculated pKa values closer to the line

y = x. More importantly, a least squares fit of these data

points gives an equation: pKa(Calc) = 1.07 pKa(Expt)?

5.39; r2 = 0.98, where the gradient is close to unity and is

almost a vertical translation of the line of unit gradient

upwards by 5.4 units. Thus, using methanol as the reference

acid, the aqueous acidity constants of the remaining acids

were computed via a combined cluster continuum-proton

exchange approach and the resulting MAD was 1.8 units,

which is a further improvement from the direct-cluster

method (MAD 6.5 units). This is particularly promising

because Table S15 includes a diverse range of acids, such as

alcohols, carboxylic acids, various carbon acids and inor-

ganic acids. To achieve an average accuracy of 2 units by

merely using methanol as a reference is a very good result.

Specifically, Fig. 8 shows that the large errors typically

originate from very strong inorganic acids where the pKas

are\0. As noted in our earlier discussion, this is presumably

due to the considerable uncertainty associated with some of

the pKas of these acids. On the other hand, this method is

much more stable with respect to organic acids were the

errors are generally\2 units. In practice, one would select

the closest possible reference (as opposed to methanol in this

case), which should give an even better result. In this light,

the combined IPCM cluster–continuum proton exchange

method is effectively a reference-independent approach and

should be useful for general pKa predictions of neutral

organic acids.

4 Summary and concluding remarks

In this paper, we have reviewed several commonly used

pKa calculations methods (Schemes 1, 2, 3, 4) and
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examined their performance in conjunction with several

popular solvent models, namely CPCM-UAKS/UAHF,

SM6, IPCM and COSMO-RS, in the pKa predictions of a

common dataset of neutral organic and inorganic acids

with a view to identifying a universal approach that can

deliver pKa values with chemical accuracy (defined here as

2.5 pKa units). Several promising pKa calculation protocols

have been short-listed, including the proton exchange

scheme and its IPCM combined cluster–continuum analog,

the COSMO-RS and CPCM cluster–continuum approach

and the COSMO-RS and SM6 implicit–explicit model,

where accuracies of 2 units can be achieved. In particular,

a proton exchange scheme based on the cluster continuum

model appears to be much less sensitive to the chosen

reference than traditional continuum model based

approach, and shows promise as a universal approach to

accurate pKa values. We advocate the use of these short-

listed protocols over the direct method, as this work has

further confirmed that the success of the direct approach is

mainly limited to species with identical or similar struc-

tures to those used in the original parameterization of the

chosen solvation models. Furthermore, because these pro-

tocols are complementary to one another, they should

provide useful comparisons when used in general pKa

predictions.

On the other hand, there is certainly no guarantee that

they will always deliver pKa values with 2 units accuracy;

the safest gauge is probably given by their ADmax values,

which are still unacceptably large ([5 units), indicating

that further refinements to present solvent models are still

needed. There is no need to be discouraged by these less

than ideal results. In fact, considering accuracies of typical

continuum solvent model calculations, the present pKa

calculation protocols are already in a relatively good place.

However, it is important to acknowledge that there will

always be inherent difficulties in trying to model solvation,

a dynamic and complex phenomenon, based on a dielectric

continuum.
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